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An extensive ab initio study of the ground- and excited-state potential energy surfaces of pyracylene is presented
in this work. CASSCF calculations show that there is an accessible sloped S0/S1 conical intersection, which
leads to ultrafast internal conversion and explains the observed photostability. RASSCF calculations (using
a well-defined subset of the CASSCF configurations) are shown to be able to reproduce CASSCF results
satisfactorily and will therefore be useful for larger systems where CASSCF is currently too expensive. MRCI
and MRPT2 energy corrections are computed to assess the ionic character of the excited states. Finally,
MMVB calculations are also benchmarked against CASSCF, to assess the reliability of this parametrized
method for excited states of large conjugated polycyclic aromatic hydrocarbons.

Introduction

This study has three aims. The first is to present a consistent
mechanism for the photophysics of pyracylene, a highly
photostable polycyclic aromatic hydrocarbon,1 based on critical
points located on the ground-state and first three excited-state
potential energy surfaces. The second aim is more general: to
suggest a computational strategy to qualitatively study the
excited states of large polyatomic conjugated systems, for which
the number of electron configurations is beyond current
computational resources for a fullπ-electron complete active
space self-consistent field (CASSCF)2 treatment. Finally, this
work serves to benchmark the hybrid molecular mechanics-
valence bond (MMVB)3,4 method, whose original aim was to
simulate CASSCF calculations for ground and excited states
of conjugated hydrocarbons.3

Pyracylene is a polycyclic aromatic hydrocarbon (PAH) made
up of two benzene (i.e., naphthalene) and two cyclopentene rings
(see Chart 1). It was believed to be a major component of soot
resulting from the incomplete combustion of acetylene or
ethylene,5 but Freiermuth et al.1 discarded this suggestion in
1990. It was also proposed as a constituent of liquid fossil fuels,
wood, or coal,6,7 and even interstellar clouds.8 Finally, the carbon
framework of pyracylene is also the smallest elementary subunit
that, when repeated, will generate the fullerenes such as C60

that are formed spontaneously by laser vaporization of graphite.9

Thus, it has been employed as a model to study the interaction
of transition metal complexes with fullerenes.10

The surprising physical properties of this remarkable hydro-
carbon, in particular its very high photostability1 and debatable
aromaticity,11,12explain the numerous experimental and theoreti-
cal studies of this system. Trost and co-workers performed the
first experimental work some 30 years ago.13 They achieved
the first synthesis of pyracylene and provided an extensive
characterization of this compound.

At first, there was a conflict regarding the stability of
pyracylene. On one hand, it was believed to be a very unstable
antiaromatic molecule,13 which was borne out by resonance

energy calculations.14 On the other hand, pyracylene was
predicted to be the most stable hydrocarbon of composition
C14H8 up to a temperature of 2500 K.15 A major step forward
was made 15 years ago when pyracylene was purified for the
first time, and it was found that the reported instability was
mainly due to the presence of some reactive impurities.1 The
same authors described pyracylene as “one of the most photo-
stable organic chromophores we have had occasion to irradi-
ate”,1 both as a solid and in solution. Fluorescence and
intersystem crossing yields were below the limits of detection,
and the authors attributed this remarkable photostability to the
rapid radiationless deactivation of the excited states. We recently
reported the existence of an S0/S1 conical intersection (CI) in
pyracylene,16 located using the MMVB method. The acces-
sibility of this crossing was illustrated via dynamics simulations,
and its topology (sloped in the classification introduced by
Ruedenberg et al.)17 accounts for the high photostability (see
refs 17-22 for a discussion of the consequences of CI topology
on excited-state lifetimes). However, there were some questions
over whether the S1 state obtained with MMVB is the state
initially excited experimentally.

To our knowledge, this is the first ab initio study aiming to
rationalize the mechanism behind the photostability of pyra-
cylene. The reason is probably due to the huge computational
effort currently required to access even qualitative information
on the excited states of such a large system with ab initio
methods. Nonetheless, MMVB has proved to be a very useful
tool for generating initial nuclear configurations for CASSCF
geometry optimizations,23,24 and an extensive CASSCF study
of pyracylene becomes feasible when using MMVB geometries
as an initial guess. However, we are also concerned about* Corresponding author. E-mail: m.bearpark@imperial.ac.uk.
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studying larger polycyclic aromatic hydrocarbons, which cannot
currently be treated at the CASSCF level because the number
of electronic configurations is too large. Therefore, we have
tested a restricted active space self-consistent field (RASSCF)25

approach to reduce the number of electron configurations for a
given active space, and benchmarked these results against the
CASSCF reference. This RASSCF approach should be useful
for molecules where the full CASSCF calculations cannot be
carried out.26 Finally, this study also serves as a benchmark study
for the MMVB method itself. Because of the computational
resources required for CASSCF calculations, there is a lack of
data for large polycyclic aromatic hydrocarbon systems to
benchmark MMVB against. This is the first study to compare
the MMVB potential against CASSCF for such a large active
space (14e,14o). The largest to date was the study of the radical
phenalenyl (13e,13o).24

The article is organized as follows: After a description of
the computational methodology, we present the results of our
extensive CASSCF calculations performed to explore the ground
state and first three excited states of pyracylene. A full
rationalization of the mechanism behind the high photostability
of pyracylene is given. Next, we compare our RASSCF results
against CASSCF and validate the method as a less expensive
alternative to CASSCF. The effect of dynamic electron cor-
relation (computed with MRCI/MRPT2) is also discussed.
Finally, the MMVB potential is compared with CASSCF, and
the successes and limitations of MMVB are emphasized.

Computational Details

The ground state (S0) and first three excited electronic states
(S1-S3) of pyracylene have been computed with CASSCF by
distributing 14π electrons in 14π orbitals (14e,14o), generating

around 6.9× 105 electron configurations inD2h symmetry and
1.38 × 106 in C2h. The π-electronic states belong to the Ag,
B3g, B2u, and B1u irreducible representations of theD2h point
group. The basis set used was 4-31G,27apartly because this was
the one used in the original parametrization of MMVB,3 but
also because it is flexible enough to describe valence states of
small organic molecules.27aHowever, 6-31G*27b,cand Dunning’s
cc-pVTZ28 were also used to assess basis set effects on the
geometries with CASSCF, and to perform post-CASSCF
correlated calculations (see below). Geometry optimizations
were performed withD2h andC2h symmetry constraints using
MMVB optimized structures as starting geometries. Energy
single-point calculations were performed at linearly interpolated
structures between the different critical structures (stationary
points and CI).

We used the RASSCF approach to reduce the number of
electron configurations by restricting the excitations in the wave
function. This reduction is done by subdividing the active space
into three categories: a set of orbitals with a limited number of
vacancies (called the RAS1 space), a fully active orbital set
(RAS2), and a set of orbitals with a limited number of electrons
(RAS3). We limited the excitations from the RAS1 space to
singles and doubles only, and allowed only two electrons at
most in RAS3. The choice of the molecular orbitals making up
the different restricted active spaces is critical. The idea is to
include the most important orbitals (see below and Table S1 in
the Supporting Information) for the electron correlation in the
RAS2 space, as this is where no restriction in the excitations is
imposed. Because the S0/S1 conical intersection is the most
important critical structure (at which radiationless decay to the
ground state takes place), and because the two states of interest
have to be well described simultaneously in its vicinity to obtain

Figure 1. CASSCF potential energy profile for the electronic states involved in the photophysics of pyracylene. Filled circles correspond to
optimized structures. Open circles correspond to interpolated structures. All bond lengths are in angstroms.
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an accurate S0-S1 energy gap, we calibrated the RASSCF S0-
S1 energy gap in the region of the crossing against the CASSCF
value. We computed this energy gap at the optimized MMVB
conical intersection geometry, where the degeneracy of the two
states is lifted by 8.2 kcal/mol at the CASSCF level. We used
all 14 π electrons in the RASSCF calculations, and the size of
the RAS2 space was progressively increased until the S0-S1

energy gap became acceptable (typically error below 1 kcal/
mol) at this geometry. The least expensive RASSCF calculation
that was performed used two active orbitals in RAS2 (the highest
occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO) necessary to describe the first two
excited states at the ground-state geometry), for which the
computed S0-S1 energy gap was 11.4 kcal/mol. We then
enlarged RAS2 and shrank RAS1 and RAS3 so that the most
occupied orbitals (orbitals with the largest occupation numbers)
were left in RAS1 and the emptiest orbitals (orbitals with the
lowest occupation numbers) were kept in RAS3. Using four

active orbitals in RAS2, the S0-S1 energy gap is reduced to
7.0 kcal/mol. Using six orbitals in RAS2 brings the energy gap
to 7.8 kcal/mol, just 0.4 kcal/mol from the target CASSCF value.
The number of configurations is then around 48 000 (24 000 in
D2h symmetry), which makes the optimization of the S0/S1

crossing very cost-effective. This level of calculation, denoted
RASSCF(14,4+6+4)[2,2], was then used to optimize the
different electronic states of pyracylene with a comparison
against CASSCF in mind. The optimized geometries we obtain
are a further check of the active space partition used with
RASSCF. Comparison with CASSCF orbital occupancies
obtained for each excited state at other critical geometries
(minima) was also made to ensure the partition is consistent
for all of the geometries and pathways studied. It is important
to note that conical intersection optimizations are very expensive
calculations to run. State-averaged orbitals have to be used, and
the orbital rotation derivative correction for using such orbitals
becomes prohibitively expensive with such a large active space.
However, this correction is usually small and therefore was
neglected in the CASSCF conical intersection optimization. The
correction on the gradient was included at the RASSCF level
as it became affordable.

Dynamic correlation effects were estimated using two dif-
ferent approaches. The reason for doing this was to estimate
the ionic character of the excited states, as the energies of ionic
excited states are more sensitive to the treatment of dynamic
electron correlation.29 First, we applied the multireference
configuration interaction (MRCI) method30 using the RASSCF
wave function as a reference and only allowing the activeπ
electrons to be singly and doubly excited in the virtual orbital
space. In this way, 14.7× 106 electron configurations are
generated and part of the valence-virtual correlation is recov-
ered. (CASSCF was not used as a reference, as the resulting
MRCI calculation would have generated too many configura-
tions.) We will denote this approachπ-MRCI as only π
correlations are considered.π-MRCI calculations were per-
formed at theD2h critical points obtained at the RASSCF level.
A similar strategy has been applied successfully to compute
the vertical excitations of pyrene.31 However, the dynamic
polarization of theσ electrons resulting from simultaneousσσ*
and ππ* excitations is omitted inπ-MRCI. In practice it is
currently impossible to include such correlation effects fully
for molecules such as pyracylene and pyrene due to the
computational bottlenecks inherent in the MRCI approach. Thus,
in a second approach, the effect of theσ electrons was included
through a perturbation treatment. We used the multireference
second-order perturbation theory (MRPT2)32 using the full
CASSCF wave function as a reference, generating 48.7× 106

electron configurations. MRPT2 calculations were performed
at theD2h geometries optimized at the CASSCF level, as this
was the method used for computing the reference wave function.
Similar approaches have been used to compute accurate
electronic spectra of other large PAHs such as naphthalene,33

phenanthrene,34 anthracene,35 and naphthacene.35

TABLE 1: CASSCF(14,14)/4-31G Energies for Pyracylenea

geometry ∆Evert(S1-S0) ∆Evert(S2-S0) ∆Evert(S3-S0) ∆Eadiab ∆E(S0) ∆E(S1) ∆E(S2) ∆E(S3)

S0 minimum 90.5 90.3 88.9 0 0 43.2 18.6 9.7
S1 minimum 24.4 51.7 63.1 47.3 22.9 0 2.9 6.8
S2 minimum 34.9 54.4 63.5 71.7 17.3 4.9 0 1.6
S3 minimum 48.0 60.9 66.0 79.2 13.1 13.8 2.3 0
S0/S1 CI 0.2 48.4 45.3 71.7 24.6 48.4 37.9

a All energies are in kcal/mol.∆Evert(Sn-S0) values are the energy differences between state Sn and state S0 at the geometry specified in the first
column.∆Eadiabvalues are the adiabatic (nonvertical) excitation energies.∆E(Sn) values are the relative energies of state Sn at the geometry specified
in the first column, with the Sn minimum energy as reference.

Figure 2. CASSCF(14,14)/4-31G optimized geometry for ground-state
pyracylene. X-ray data are presented in parentheses. Distances are in
angstroms.

Figure 3. Branching space coordinates at S0/S1 CI: (a) derivative
coupling vector (DCV); (b) gradient difference vector (GDV). Gradients
at S0/S1 CI: (c) on S0; (d) on S1.
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Valence bond (VB) structures have been determined from
the CASSCF wave functions by computing the spin-exchange
density matrixPij in a localized orbital basis (see ref 36 for
details). The elements ofPij have a simple physical interpretation
which is related to the spin coupling between the electrons
localized in the orbitals residing on the atomsi and j.37 An
illustration of the meaning of these matrix elements can be found
in ref 36. For example, thePij values for bonded and nonbonded
atoms in an ideal VB function are 1.0 and-0.5, respectively,
whereas a value of 0.5 indicates a resonating interaction. In this
way, a direct comparison between CASSCF and MMVB is
possible and identification of the electronic states can be made.
The results of the MMVB calculations can be found in ref 16.

All calculations were performed with MOLPRO,38 except for
the Pij calculations and the CASSCF conical intersection
optimization, for which we used Gaussian.39

Results and Discussion

Photostability by Internal Conversion through a Sloped
Conical Intersection.The results of our CASSCF calculations
are summarized in Figure 1 and Table 1. Figure 1 displays the
potential energy profile corresponding to the four electronic
states involved in the photophysics of pyracylene alongD2h and
C2h distortion coordinates. These four states are the ground state
S0(1 1Ag) and the first three low-lying excited states S1(2 1Ag),
S2(1 1B3g), and S3(1 1B2u) (where the label Sn refers to the order
obtained for 0-0 transitions, not vertically). Higher excited
states were also computed, but they are well separated from
the lower ones (see Table S2 for energy data on these higher
excited states and Figure S1 for their structures). All four states
S0-S3 have aD2h minimum energy structure, and no lowerC2h

minima could be located. The structures of the minima on each
potential surface are also represented in Figure 1.

The CASSCF ground-state structure is shown in Figure 2
together with the X-ray structure of pyracylene.1 Both structures
are in good agreement, displayingD2h symmetry with a
pronounced alternation of bond lengths around the 12-π-electron
periphery. The standard error is 0.015 Å with a maximum error
of 0.025 Å for the double bonds in the cyclopentene rings. The
CASSCF structure is also in good agreement with semi-
empirical1 and density functional theory11,12calculations, which
all reproduce the pattern of single/double bond alternation
observed experimentally.

The first excited state S1 is covalent, and corresponds mainly
to a doubly excited state resulting from the (HOMO)2 f
(LUMO)2 transition. On the other hand, the second excited state
S2 is a singly excited state with a strong ionic character
originating from the HOMOf LUMO one-electron transition.
The minimum energy structures of both states are similar to
each other but quite different from the ground state S0 (see
Figure 1). The five central CC bond lengths are similar to the
S0 minimum, with the central double bond shorter in S1 than it
is in S0, whereas it is longer in S2. However, there is a complete
inversion of the bond length alternation in the 12-π-electron
periphery, with a somewhat more delocalized character (par-
ticularly in S2). Finally, the S3 state corresponds to a singly
excited state (involving mainly a one-electron transition to the
LUMO) and displays a minimum energy structure with a more
delocalized π-electron system (smaller difference between
longest and shortest bonds) compared to the first three states.

Figure 4. Schematic representation of the photophysical radiationless
decay of pyracylene. DCV and GDV are the derivative coupling and
gradient difference vectors, respectively.

Figure 5. RASSCF(14,4+6+4)[2,2]/4-31G optimized structures of
pyracylene: (a) S0 D2h minimum; (b) S1 D2h minimum; (c) S2 D2h

minimum; (d) S3 D2h minimum; (e) S0/S1 C2h conical intersection. All
bond lengths are in angstroms.
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Along aC2h distortion coordinate, a crossing between the S0

and S1 electronic states was located, forming a conical intersec-
tion (S0/S1 CI). An explanation for the existence of this structure
is given in ref 16. The branching space of the two degeneracy-
lifting coordinates is represented in Figure 3. The gradient
difference vector (GDV) mainly involves a skeletal deformation
of the periphery, whereas the derivative coupling vector (DCV)
involves more vibrations from the internal CC bonds. Note that
GDV corresponds mainly to the reaction coordinate. The most
important feature of this conical intersection is that its topology
is sloped.40 Indeed, the crossing is higher in energy than the S1

D2h minimum, the gradients on the S0 and S1 surfaces at the
crossing (see Figure 3c,d) are similar (parallel), and the forces
(opposite the gradients) point toward the ground-state minimum.

CASSCF relative energies are collected in Table 1. The first
three singlet excited states are very close in energy at the
Franck-Condon geometry, lying around 90 kcal/mol above the
ground state. In fact, the S3(1 1B2u) state is the lowest, with S1
and S2 being quasi-degenerate. Both S1 and S2 are symmetry-
forbidden, whereas the S3(1 1B2u) state is optically active with
a transition dipole moment equal to-0.495 au along they-axis
(axis in the molecular plane and bisecting the central CC bond).
Because of the near degeneracy of these three states at this
geometry, strong vibronic coupling will occur. Thus, population
of the symmetry-forbidden states is expected as well. Moreover,
because the S3 state is the lowest state at the Franck-Condon
geometry, it crosses the S1 and S2 states upon relaxation along
aD2h coordinate (Figure 1). These crossings occur in the region
of the Franck-Condon geometry because the states are very
close in energy. They provide efficient radiationless deactivation
funnels for ultrafast internal conversion to the lowest S1

minimum.
The adiabatic S0-S1 transition was measured at 650 nm

(44 kcal/mol),1 in good agreement with our CASSCF result
(47.3 kcal/mol). The S2 and S3 minima are about 24 and
32 kcal/mol above S1. Thus, S1 is much more stabilized
(43.2 kcal/mol) upon relaxation from the Franck-Condon region
than S2 and S3 (18.6 and 9.7 kcal/mol, respectively). This can
be explained by the complete inversion of the bond length
alternation that S1 has to undergo. However, while the S1 state

is strongly stabilized, the ground-state energy increases by
23 kcal/mol, resulting in a large decrease of the S0/S1 energy
gap (to 24.4 kcal/mol) at the S1 minimum. Finally, along aC2h

distortion, the two states eventually cross and the S0/S1 conical
intersection lies about 20 kcal/mol above the S1 minimum
(14 kcal/mol with RASSCF/6-31G*), an energy well below the
available energy in the system if vertically excited and therefore
energetically accessible. Furthermore, because the crossing is
sloped, the energies of the two states are close some way below
the fully optimized crossing point. The energy barrier to the
conical intersection may also be lowered at a higher level of
calculation.

A simple mechanism emerges from Figure 1 accounting for
the high photostability of pyracylene. The system is directly
populated in the 11B2u electronic state, which is the lowest
state at the Franck-Condon geometry and the only symmetry-
allowed state. Nonetheless, the 21Ag and 11B3g states are also
initially populated via strong vibronic coupling with 11B2u.
Furthermore, the interstate crossings in the Franck-Condon
region provide channels for ultrafast internal conversion to the
S1 and S2 states. The S1 state is probably the most favorable
relaxation pathway as it is the most favorable route energetically
(i.e., resulting in the largest energy stabilization). Population
of S2 would lead up eventually to internal conversion to S1, as
S2 also crosses S1 in the Franck-Condon region. After popula-
tion of S1, the system relaxes to the S1 D2h minimum where it
can access a conical intersection because there is sufficient
excess energy available and a well-defined coordinate belonging
to the branching space of the crossing along aC2h distortion
coordinate. Internal conversion to the ground state can then
efficiently take place. As the forces on S0 point toward the S0
minimum, there is only one relaxation pathway leading to the
regeneration of the initial reactant. The mechanism is schemati-
cally depicted in Figure 4.

RASSCF: a Less Expensive Alternative for CASSCF
Calculations. To reduce the computational effort required to
solve the configuration interaction part of CASSCF, we used
RASSCF to reduce the number of electron configurations while
aiming to preserve the accuracy of the calculations. Thus, the
target structures and energies are given by CASSCF. If

TABLE 2: RASSCF(14,4+6+4)[2,2]/4-31G Energies for Pyracylenea

geometry ∆Evert(S1-S0) ∆Evert(S2-S0) ∆Evert(S3-S0) ∆Eadiab ∆E(S0) ∆E(S1) ∆E(S2) ∆E(S3)

S0 minimum 95.7 89.6 93.0 0 0 45.8 18.5 10.2
S1 minimum 25.4 49.3 65.3 49.9 24.6 0 2.8 7.0
S2 minimum 37.6 53.9 67.5 71.1 17.2 4.9 0 1.9
S3 minimum 49.5 59.1 68.3 82.9 14.5 14.1 2.5 0
S0/S1 CI 0.2 45.9 45.0 68.3 18.5 43.0 30.5

a All energies are in kcal/mol.∆Evert(Sn-S0) values are the energy differences between state Sn and state S0 at the geometry specified in the first
column.∆Eadiabvalues are the adiabatic (nonvertical) excitation energies.∆E(Sn) values are the relative energies of state Sn at the geometry specified
in the first column, with the Sn minimum energy as reference.

TABLE 3: Excitation Energies in Pyracylene with Ab Initio Level a

excitations

S0 f S1 S0 f S2 S0 f S3

ab initio level vertical adiabatic vertical adiabatic vertical adiabatic

CASSCF/4-31G 90.5 47.3 90.3 71.7 88.9 79.2
CASSCF/6-31G* 90.0 45.9 86.8 68.0 86.8 76.9
RASSCF/4-31G 95.7 49.9 89.6 71.1 93.0 82.9
RASSCF/6-31G* 94.9 48.1 85.8 67.2 90.0 80.0
π-MRCI/6-31G* 91.4 42.9 76.4 58.6 84.5 74.8
MRPT2/6-31G* 80.4 33.8 53.5 40.6 71.0 61.7
MRPT2/cc-pVTZ 77.2 31.2 47.1 35.3 66.8 58.7

a All energies are in kcal/mol.π-MRCI and MRPT2 calculations were performed at the RASSCF and CASSCF optimized geometries, respectively.

CASSCF and RASSCF Study of Pyracylene J. Phys. Chem. A, Vol. 109, No. 39, 20058853



successful, RASSCF could then be used in its own right for
similar problems where CASSCF is computationally too de-
manding.

The RASSCF optimized structures are presented in Figure
5. Comparison with the CASSCF structures in Figure 1 shows
the excellent agreement between the two methods: the standard
error on the bond lengths of the minima does not exceed
0.005 Å with a maximum error of below 0.01 Å. The structure
of the conical intersection is also well reproduced with a
standard error in the bond lengths under 0.01 Å. The RASSCF
branching space (presented in ref 16) is similar to the CASSCF
result in Figure 3, and the topology of the CI is the same in
both cases. However, with RASSCF we also found a slightly
distorted S1 minimum (Figure S2) withC2h symmetry lying
1.2 kcal/mol below theD2h minimum. Such a structure could
not be located with CASSCF, and this weak localization of the
bonds is probably due to the restricted number of electron
configurations used. Nonetheless, this is a small perturbation
in the topology of the S1 surface.

RASSCF relative energies are collected in Table 2. Com-
parison with the CASSCF energetics presented in Table 1 attests
to the good accuracy of the RASSCF calculations. The adiabatic
excitation energies are well reproduced (in particular, the order
of the electronic states is preserved), whereas the largest errors
occur for the vertical excitation energies as the excited-state
potential energy surfaces are steep in this region. Nonetheless,
the three electronic excited states are still very close in energy
(within 6.1 kcal/mol compared to 1.6 kcal/mol at CASSCF
level).

Basis Set and Dynamic Correlation Effects.CASSCF and
RASSCF geometry optimizations were also performed using
the polarized 6-31G* basis set to assess the effect of enlarging
the basis set. Table 3 collects the energy data, and Figure S3
displays the optimized structures. As expected, the basis set
effect is small because these two methods only take into account
the nondynamic (static) correlation (see ref 41 for a study of
the convergence of the nondynamic and dynamic correlation
energies ofπ electrons with basis set in planar hydrocarbons).
Moreover, none of the geometries considered are highly
distorted, so we do not expect polarization functions to much
affect the structures at the CASSCF/RASSCF level. The

excitation energies match the ones computed with the 4-31G
basis to within 4 kcal/mol. The bond lengths are identical to
within 0.01 Å for the fourD2h minima. Note that the barrier to
the conical intersection is lowered by 4.2 kcal/mol when using
6-31G* at the RASSCF level compared to RASSCF/4-31G.

We now discuss the effect of including dynamic electron
correlation on the excited-state energies of pyracylene. We used
π-MRCI to include the dynamic correlation resulting from the
π electrons, which is known to be important in ionic states of
conjugated systems.42 MRPT2 was used to take into account
the missing contribution to the dynamic correlation resulting
from theσ electrons (dynamic polarization).

The MRCI excitation energies are very similar to the
CASSCF ones for the S1 and S3 states, with changes less than
3 kcal/mol. However,π-MRCI brings the S2 state down by about
10 kcal/mol further relative to the ground state. This is due to
the strong ionic character of the S2 state.

The MRPT2 excitation energies are much lower than the
CASSCF andπ-MRCI ones. Again, the effect is more pro-
nounced for the S2 state, whose adiabatic excitation energy is
decreased by a further 18 kcal/mol from theπ-MRCI value.
This is due to the fact that the dynamic polarization effects on
ionic states are particularly pronounced,43 accounting for the
stronger stabilization of the S2 state at the MRPT2 level. Note
that a better description of the dynamic correlation is attained
when using the correlation consistent cc-pVTZ basis set,
resulting in a further stabilization of the ionic state. However,
it is important to note that the CASSCF/RASSCF results are
qualitatively correct because the order of the electronic states
stays the same.

Figure 6. MMVB optimized structures from ref 16: (a) S0 D2h

minimum; (b) S1 D2h minimum; (c) S2 D2h minimum; (d) S0/S1 C2h CI.

Figure 7. Valence bond structures obtained from spin-exchange density
matrix calculations: (a) S0 D2h minimum; (b) S1 D2h minimum; (c) S2

D2h minimum; (d) S3 D2h minimum; (e) S2 MMVB D2h minimum.
MMVB spin-exchange density matrix elements are in italics. CASSCF
values are in normal print.
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Reliability of the Hybrid MMVB Method. The MMVB
method is fully described in refs 16, 24, 44, and 45. It relies on
a parametrized Heisenberg Hamiltonian coupled to a molecular
mechanics force field, and for a particular choice of active space,
the subset of electronic configurations with singly occupied
localized orbitals is used. Thus, it cannot properly represent ionic
states, which are dominated by charge-transfer terms, but it
works well for covalent excited states.46 Furthermore, MMVB
can treatπ systems with up to 30 active electrons at present,
and is many orders of magnitude faster than CASSCF.16

The MMVB calculations of the S0 and S1 states of pyracylene
are reported in ref 16. The optimized structures are collected in
Figure 6. The S0 and S1 minima are in good qualitative
agreement with CASSCF: the standard errors relative to the
CASSCF geometries are 0.009 Å for the S0 minimum (maxi-
mum error of 0.018 Å) and 0.016 Å for the S1 minimum
(maximum error of 0.027 Å). The conical intersection geometry
is also well described (standard error of 0.018 Å) and provided
a very good starting geometry for CASSCF/RASSCF geometry
optimizations. However, the S2 D2h minimum found with
MMVB does not correspond exactly to any structure optimized
at the CASSCF level. This is the case even when comparing
with CASSCF optimized minima for higher excited states
(S4(1 1B1u), S5(3 1Ag)). The S2 MMVB structure most closely
resembles the CASSCF S3 minimum, although the central CC
bond length differs by 0.044 Å.

VB structures have been determined from the CASSCF wave
functions as explained in the Computational Details section. The
comparison with the MMVB results is presented in Figure 7.
This figure shows that the S0 electronic structure is the same at
the CASSCF and MMVB levels: for both methods, similar VB
structures are generated. The S1 state is also found to have the
same nature with both CASSCF and MMVB. On the other hand,
the CASSCF S2(1 1B3g) VB structure does not match the MMVB
S2 result. This is mainly due to the fact that our current MMVB
approach cannot properly describe ionic states because it

includes only one active orbital/electron per atomic center, so
with MMVB this state appears to be missing. However, the
MMVB S2 VB structure shows a spin coupling closer to the
one for the CASSCF S3(1 1B2u) state.

From an energy point of view, MMVB provides a qualitative
description of the S0 and S1 potential energy surfaces, including
the nonadiabatic reaction path from the S0/S1 CI. This is
illustrated in Figure 8, which shows that the two potential energy
profiles along the reaction path have the same shape. The main
difference lies in the relative energy at the S0/S1 CI. The crossing
occurs at 24.6 kcal/mol above the S1 minimum at CASSCF/
4-31G level instead of 7.9 kcal/mol with MMVB. Note that
the crossing lies 14.3 kcal/mol above the S1 minimum using
RASSCF/6-31G*. CASSCF may well overestimate the barrier
to the crossing, as in cyclohexadiene/hexatriene photochemical
interconversion.47

Conclusion

The origin of the high photostability of pyracylene is
described in this work. After photoexcitation, three low-lying
excited states interacting through vibronic coupling are popu-
lated in the Franck-Condon region. The system quickly relaxes
to the lowest S1 excited state, where it can decay to the ground
state through a sloped conical intersection. This internal
conversion leads to the regeneration of pyracylene, as there is
only one relaxation pathway in this region of the ground-state
potential energy surface.

We found that RASSCF calculations were able to simulate
CASSCF results with a good level of confidence. This approach
can therefore be used to investigate potential energy surfaces
of similar and possibly larger systems for which CASSCF is
beyond present computational resources, provided that the RAS2
part of the active space is small.

Finally, MMVB is shown to be a useful method for
determining structures and potential energy surfaces of poly-
cyclic aromatic hydrocarbons. Although the descriptions of the

Figure 8. Comparison of MMVB and CASSCF potential energy profiles for S0 and S1 states of pyracylene. Relative energies are in kilocalories
per mole.
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ground and first excited state potential energy surfaces of
pyracylene are in good agreement with ab initio calculations,
the higher excited states are not as well represented, which is
probably due to a poor parametrization of MMVB for such states
at present. However, in the CASSCF part of this study, we
showed that the S1 state responsible for radiationless decay to
S0 is the state well described by MMVB. This state is rapidly
accessed in the vicinity of the vertically excited geometry. Using
MMVB to describe the excited-state dynamics (as was done in
ref 16) of this molecule is therefore realistic. Thus, we plan to
use a similar approach to study the photoreactivity of larger
conjugated systems. RASSCF, as a good approximation to
CASSCF, will be used to determine the structures and potential
energy surfaces of interest. Next, MMVB will be benchmarked
against RASSCF to validate the MMVB potential surfaces of
the state(s) responsible for radiationless decay. If the agreement
is satisfactory, MMVB excited-state dynamics can be carried
out.
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